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#### Abstract

Let $\alpha>1$ be an algebraic number and $\xi$ a nonzero real number. In this paper, we compute the range of the fractional parts $\left\{\xi \alpha^{n}\right\}(n=0,1, \ldots)$. In particular, we estimate the maximal and minimal limit points. Our results show, for example, that if $\theta(=24.97 \ldots)$ is the unique zero of the polynomial $2 X^{2}-50 X+1$ with $X>1$, then there exists a nonzero $\xi^{*}$ satisfying $\lim \sup _{n \rightarrow \infty}\left\{\xi^{*} \theta^{n}\right\} \leq 0.02127 \ldots$ On the other hand, we also prove for any nonzero $\xi$ that $\lim \sup _{n \rightarrow \infty}\left\{\xi \theta^{n}\right\} \geq 0.02003 \ldots$


## 1 Introduction

Koksma [11] proved for nonzero $\xi$ that the geometric progressions $\xi \alpha^{n}(n \geq 0)$ are uniformly distributed modulo 1 for almost all $\alpha>1$. He also showed for $\alpha>1$ that $\xi \alpha^{n}(n \geq 0)$ are uniformly distributed modulo 1 for almost all real $\xi$. There is, however, no criterion of uniform distribution for the series $\xi \alpha^{n}(n \geq 0)$ with given $\alpha>1$ and $\xi \neq 0$.

Let $\mu$ be the Haar measure of the torus $\mathbb{R} / \mathbb{Z}$ with $\mu(\mathbb{R} / \mathbb{Z})=1$. We write the canonical map from $\mathbb{R}$ onto $\mathbb{R} / \mathbb{Z}$ by $\tau$. For any interval $I \subset \mathbb{R}$, we call $J=\tau(I)$ an interval in $\mathbb{R} / \mathbb{Z}$.

We take $\alpha>1$ and $\xi \neq 0$. Let $J(\alpha, \xi)$ be one of the shortest interval in $\mathbb{R} / \mathbb{Z}$ containing all limit points of $\xi \alpha^{n} \bmod \mathbb{Z}(n \geq 0)$. Note that $J(\alpha, \xi)$ is uniquely determined unless the set of limit points of $\xi \alpha^{n} \bmod \mathbb{Z}(n \geq 0)$ consists of two elements. We now recall the definition of Pisot and Salem numbers. Pisot numbers are algebraic integers greater than 1 whose conjugates different from themselves have absolute values strictly less than 1. Salem numbers are algebraic integers greater than 1 which have at least one conjugate with modulus 1 and exactly one conjugate outside the unit circle. Pisot [14] proved for an algebraic $\alpha>1$ and a nonzero $\xi$ that if the sequence $\xi \alpha^{n} \bmod \mathbb{Z}(n \geq 0)$ has only finitely many limit points, then $\alpha$ is a Pisot number and $\xi \in \mathbb{Q}(\alpha)$. For further details of powers of Pisot and Salem numbers we refer the reader to [2].

We put

$$
\mu(\alpha, \xi)=\mu(J(\alpha, \xi))
$$

For example, $J(\alpha, 1)=\{0 \bmod \mathbb{Z}\}$ and $\mu(\alpha, 1)=0$, where $\alpha$ is a Pisot number, because the trace of $\alpha^{n}$ is a rational integer. Tijdeman [15] proved for every

[^0]half integer $\alpha=N / 2>2$ that there exists a nonzero $\xi=\xi(\alpha)$ such that
$$
\mu(\alpha, \xi) \leq \frac{1}{2(\alpha-1)}
$$

Flatto [8] pointed out that, for each rational $\alpha=a / b>1$, there is a nonzero $\xi=\xi(\alpha)$ with

$$
\begin{equation*}
\mu(\alpha, \xi) \leq \frac{b-1}{b(\alpha-1)}=\frac{b-1}{a-b} . \tag{1.1}
\end{equation*}
$$

He proved the inequality above using Tijdeman's method.
Koksma's Theorem implies that if $\alpha>1$ is given, then, for almost all $\xi$, the set

$$
\left\{\xi \alpha^{n} \bmod \mathbb{Z} \mid n=0,1, \ldots\right\}
$$

is dense in $\mathbb{R} / \mathbb{Z}$. In particular, $\mu(\alpha, \xi)=1$. On the other hand, Tijdeman [15] showed that if $\alpha>2$ is given, then there exists a nonzero $\xi=\xi(\alpha)$ with

$$
\begin{equation*}
\left\{\xi \alpha^{n}\right\} \leq \frac{1}{\alpha-1}(n=0,1, \ldots) \tag{1.2}
\end{equation*}
$$

where $\left\{\xi \alpha^{n}\right\}$ denotes the fractional part of $\xi \alpha^{n}$. In particular, such $\alpha$ and $\xi$ satisfy

$$
\begin{equation*}
\mu(\alpha, \xi) \leq \frac{1}{\alpha-1} \tag{1.3}
\end{equation*}
$$

The author [10] proved the following:
Let $\xi$ be a nonzero real number. Take arbitrary positive numbers $\delta$ and $M$. Then there exists an $\alpha$ satisfying $\alpha>M$ and

$$
\mu(\xi, \alpha) \leq \frac{1+\delta}{\alpha}
$$

Let $\iota(=2.025 \ldots)$ be the unique solution of $34 X^{3}-102 X^{2}+75 X-16=0$ with $X>2$. Dubickas [7] verified for $1<\alpha<\iota$ that there is a nonzero $\xi=\xi(\alpha)$ such that

$$
\begin{equation*}
\mu(\alpha, \xi) \leq 1-\frac{2(\alpha-1)^{2}}{9(2 \alpha-1)^{2}} \tag{1.4}
\end{equation*}
$$

It is easy to check that if $2<\alpha<\iota$ is given, then

$$
1-\frac{2(\alpha-1)^{2}}{9(2 \alpha-1)^{2}}<\frac{1}{\alpha-1}
$$

Thus (1.4) is stronger than (1.3) for $2<\alpha<\iota$. We now review Dubickas's estimation of maximal and minimal limit points of the sequence $\left\{\xi \alpha^{n}\right\} \quad(n=$ $0,1, \ldots)$. Let us define notation about polynomials and algebraic numbers. Let $B(X)=b_{m} X^{m}+\cdots+b_{0}$ be an arbitrary polynomial with real coefficients. We denote the length of $B(X)$ by

$$
L(B)=\left|b_{m}\right|+\cdots+\left|b_{0}\right|
$$

Let $\alpha>1$ be an algebraic number with minimal polynomial $P_{\alpha}(X)=a_{d} X^{d}+$ $\cdots+a_{0} \in \mathbb{Z}[X]$, where $a_{d}>0$ and $\operatorname{gcd}\left(a_{d}, \ldots, a_{0}\right)=1$. Define the length of $\alpha$ by

$$
L(\alpha)=L\left(P_{\alpha}(X)\right)
$$

Put furthermore

$$
L_{+}(\alpha)=\sum_{i=0}^{d} \max \left\{0, a_{i}\right\}, L_{-}(\alpha)=\sum_{i=0}^{d} \max \left\{0,-a_{i}\right\}
$$

Next, let $l(\alpha)$ be the reduced length of $\alpha$ defined by

$$
l(\alpha)=\min \left\{l^{\prime}(\alpha), l^{\prime}\left(\alpha^{-1}\right)\right\}
$$

where

$$
l^{\prime}(\alpha)=\inf _{B(X) \in \mathbb{R}[X]}\left\{L\left(B(X) P_{\alpha}(X)\right) \mid B(X) \text { is monic }\right\}
$$

Formulae about $l(\alpha)$ and $l^{\prime}(\alpha)$ were studied by Dubickas [5]. Take a nonzero real $\xi$. If $\alpha$ is a Pisot or Salem number, then assume $\xi \notin \mathbb{Q}(\alpha)$. We write the integral part of a real number $x$ by $[x]$. Dubickas [6] showed that the sequence

$$
\left(\sum_{i=0}^{d} a_{d-i}\left[\xi \alpha^{n-i}\right]\right)(n=0,1, \ldots)
$$

is not ultimately periodic. In particular,

$$
\left|\sum_{i=0}^{d} a_{d-i}\left[\xi \alpha^{n-i}\right]\right| \geq 1
$$

for infinitely many $n \geq 0$ because nonzero integers occur infinitely many times in this sequence. Since

$$
0=\sum_{i=0}^{d} a_{d-i} \xi \alpha^{n-i}=\sum_{i=0}^{d} a_{d-i}\left(\left[\xi \alpha^{n-i}\right]+\left\{\xi \alpha^{n-i}\right\}\right),
$$

we have

$$
\left|\sum_{i=0}^{d} a_{d-i}\left\{\xi \alpha^{n-i}\right\}\right|=\left|\sum_{i=0}^{d} a_{d-i}\left[\xi \alpha^{n-i}\right]\right| \geq 1
$$

for infinitely many $n$. Thus we get

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\} \geq \min \left\{\frac{1}{L_{+}(\alpha)}, \frac{1}{L_{-}(\alpha)}\right\} \tag{1.5}
\end{equation*}
$$

Moreover, Dubickas [6] proved

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\}-\liminf _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\} \geq \frac{1}{l(\alpha)} \tag{1.6}
\end{equation*}
$$

In this paper, we calculate the range of the sequence $\left\{\xi \alpha^{n}\right\}(n=0,1, \ldots)$ in the case where $\alpha>1$ is an algebraic number. The main results are stated in Section 2 and proved in Section 6. First, we construct a nonzero $\xi=\xi(\alpha)$ and improve (1.3), (1.4) by giving an interval in $\mathbb{R} / \mathbb{Z}$ which includes all limit points of the sequence $\xi \alpha^{n} \bmod \mathbb{Z}(n \geq 0)$. Next, we give new estimation of the maximal and minimal limit points of the sequence $\left\{\xi \alpha^{n}\right\}(n=0,1, \ldots)$. The auxiliary results are given in Sections 3,4, and 5 . Moreover, in Section 7 we introduce Mahler's Z-numbers (cf. [3, 8, 9, 12]) and discuss their generalization.

## 2 Main results

At first, we sharpen the inequality (1.3) in the case where $\alpha>1$ is an algebraic number whose conjugates different from itself have absolute values less than 1. For $t, m \geq 1$, put

$$
\rho_{m}\left(X_{1}, \ldots, X_{t}\right)=\left\{\begin{array}{cc}
1 & t=m=0  \tag{2.1}\\
0 & t=0, m \geq 1 \\
\sum_{\substack{i_{1}, \ldots, i_{t} \geq 0 \\
i_{1}+\cdots+i_{t}=m}} X_{1}^{i_{1}} \cdots X_{t}^{i_{t}} & t \geq 1
\end{array}\right.
$$

THEOREM 2.1. Let $\alpha>1$ be an algebraic number of degree $d$ and let $a_{d}(>$ $0)$ be the leading coefficient of the minimal polynomial of $\alpha$. We denote the conjugates of $\alpha$ by $\alpha_{1}=\alpha, \alpha_{2}, \ldots, \alpha_{d}$. Assume that $\left|\alpha_{j}\right|<1$ for $2 \leq j \leq d$. Let

$$
\begin{equation*}
\nu=\sum_{h=0}^{\infty}\left|\rho_{h}\left(\alpha_{2}, \ldots, \alpha_{d}\right)\right| . \tag{2.2}
\end{equation*}
$$

Then there exists a nonzero $\xi=\xi(\alpha)$ such that

$$
\begin{equation*}
\mu(\alpha, \xi) \leq \frac{\left(a_{d}-1\right) \nu}{a_{d}(\alpha-1)} \tag{2.3}
\end{equation*}
$$

Note that if $\alpha$ is a rational number, then (2.3) coincides with (1.1). Next, we consider the case where $\alpha$ is a quadratic irrational number. We give an interval in $\mathbb{R} / \mathbb{Z}$ which includes $J(\alpha, \xi)$.

COROLLARY 2.2. Let $\alpha>1$ be an quadratic irrational number and $P_{\alpha}(X)$ be its minimal polynomial. We denote the leading coefficient of $P_{\alpha}(X)$ by $a_{2}(>0)$. Assume that the conjugate $\alpha_{2}$ of $\alpha$ has the absolute value less than 1 and that $a_{2} \geq 2$.
(1) If $0<\alpha_{2}<1$, then there exists a nonzero $\xi=\xi(\alpha)$ such that, for any $n \geq 0$

$$
\left\{\xi \alpha^{n}\right\}<\frac{a_{2}-1}{\left|P_{\alpha}(1)\right|}
$$

In particular,

$$
J(\xi, \alpha) \subset \tau\left(\left[0, \frac{a_{2}-1}{\left|P_{\alpha}(1)\right|}\right]\right)
$$

(2) If $-1<\alpha_{2}<0$, then there exists a nonzero $\xi=\xi(\alpha)$ such that

$$
J(\xi, \alpha) \subset \tau\left(\left[\frac{\left(a_{2}-1\right) \alpha_{2}}{a_{2}(\alpha-1)\left(1-\alpha_{2}^{2}\right)}, \frac{a_{2}-1}{a_{2}(\alpha-1)\left(1-\alpha_{2}^{2}\right)}\right]\right) .
$$

Example 2.1. Let $\theta_{1}(=24.97 \ldots)$ be the unique zero of the polynomial $2 X^{2}-$ $50 X+1$ with $X>1$. Then by Tijdeman's result (1.2) there exists a nonzero $\xi=\xi\left(\theta_{1}\right)$ with

$$
\left\{\xi \theta_{1}^{n}\right\} \leq \frac{1}{\theta_{1}-1}=0.04170 \ldots
$$

for each $n \geq 0$. Since the conjugate of $\theta_{1}$ is on the interval $(0,1)$, by Corollary 2.2 there exists a nonzero $\xi=\xi\left(\theta_{1}\right)$ such that for each $n \geq 0$

$$
\left\{\xi \theta_{1}^{n}\right\}<\frac{1}{47}=0.02127 \ldots
$$

We now compare these estimations with the Dubickas's lower bound (1.5) of the maximal limit point. For any nonzero $\xi$ we have

$$
\limsup _{n \rightarrow \infty}\left\{\xi \theta_{1}^{n}\right\} \geq \min \left\{\frac{1}{L_{+}\left(\theta_{1}\right)}, \frac{1}{L_{-}\left(\theta_{1}\right)}\right\}=\frac{1}{50}=0.02
$$

Note that the first statement of Corollary 2.2 gives an upper bound of the maximal limit point of the sequence $\left\{\xi \alpha^{n}\right\}(n=0,1, \ldots)$. We generalize this estimation in the case where $\alpha>1$ is an algebraic number with arbitrary degree whose conjugates different from itself are on the interval $(0,1)$. Next, we give also an upper bound of the difference between the maximal and minimal limit points in the case where the absolute values of the conjugates of $\alpha$ different from itself are sufficiently small.

THEOREM 2.3. Let $\alpha>1$ be an algebraic number of degree $d$. We denote the conjugates of $\alpha$ by $\alpha_{1}=\alpha, \alpha_{2}, \ldots, \alpha_{d}$. Moreover, let $P_{\alpha}(X)$ be the minimal polynomial of $\alpha$ and $a_{d}(>0)$ its leading coefficient. Suppose that $a_{d} \geq 2$.
(1) Assume that

$$
0<\alpha_{j}<1(2 \leq j \leq d)
$$

Then there exists a nonzero $\xi=\xi(\alpha)$ satisfying

$$
\left\{\xi \alpha^{n}\right\}<\frac{a_{d}-1}{\left|P_{\alpha}(1)\right|}
$$

for all $n \geq 0$.
(2) Let $\nu$ be defined by (2.2). Assume that, for any $j$ with $2 \leq j \leq d$,

$$
\left|\alpha_{j}\right|<1
$$

and that

$$
\frac{a_{d}-1}{a_{d}(\alpha-1)} \nu<\frac{1}{2},\left|P_{\alpha}(1)\right| \geq 2
$$

Then there is a nonzero $\xi=\xi(\alpha)$ satisfying

$$
\limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\}-\liminf _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\} \leq \frac{a_{d}-1}{a_{d}(\alpha-1)} \nu
$$

REMARK 2.1. If the absolute values of the conjugates of $\alpha$ different from itself are sufficiently small, then the assumptions of the second statement of Theorem 2.3 follow. In fact, they are rewritten by

$$
\nu=\sum_{h=0}^{\infty}\left|\rho_{h}\left(\alpha_{2}, \ldots, \alpha_{d}\right)\right|<\frac{a_{d}(\alpha-1)}{2\left(a_{d}-1\right)}
$$

and

$$
\prod_{i=2}^{d}\left|1-\alpha_{i}\right| \geq \frac{2}{a_{d}(\alpha-1)}
$$

Example 2.2. We give an example of the first statement. Let $\theta_{2}(=24.69 \ldots)$ be the unique solution of $2 X^{3}-50 X^{2}+15 X-1=0$ with $X>1$. Then Tijdeman's result (1.2) implies that there exists a nonzero $\xi=\xi\left(\theta_{2}\right)$ with

$$
\left\{\xi \theta_{2}^{n}\right\} \leq \frac{1}{\theta_{2}-1}=0.04219 \ldots
$$

for all $n \geq 0$. Since $\theta_{2}$ is an algebraic number of degree 3 whose conjugates different from itself are on the interval $(0,1)$, the first statement of Theorem 2.3 means that there is a nonzero $\xi=\xi\left(\theta_{2}\right)$ satisfying

$$
\left\{\xi \theta_{2}^{n}\right\}<\frac{1}{34}=0.02941 \ldots
$$

for any $n$.
On the other hand, Dubickas's lower bound (1.5) implies that if $\xi \neq 0$, then

$$
\limsup _{n \rightarrow \infty}\left\{\xi \theta_{2}^{n}\right\} \geq \min \left\{\frac{1}{L_{+}\left(\theta_{2}\right)}, \frac{1}{L_{-}\left(\theta_{2}\right)}\right\}=\frac{1}{51}=0.01960 \ldots
$$

Example 2.3. We introduce an example of the second statement of Theorem 2.3. Let $\theta_{3}(=25.01 \ldots)$ be the unique positive zero of the polynomial $2 X^{2}-$ $50 X-1$. Then, by Tijdeman's result (1.2) there exists a nonzero $\xi=\xi\left(\theta_{3}\right)$ fulfilling

$$
\limsup _{n \rightarrow \infty}\left\{\xi \theta_{3}^{n}\right\}-\liminf _{n \rightarrow \infty}\left\{\xi \theta_{3}^{n}\right\} \leq \frac{1}{\theta_{3}-1}=0.04163 \ldots
$$

Theorem 2.3 means there is a nonzero $\xi=\xi\left(\theta_{3}\right)$ with

$$
\limsup _{n \rightarrow \infty}\left\{\xi \theta_{3}^{n}\right\}-\liminf _{n \rightarrow \infty}\left\{\xi \theta_{3}^{n}\right\} \leq \frac{a_{d}-1}{a_{d}\left(\theta_{3}-1\right)} \nu=0.02124 \ldots
$$

We next compare with Dubickas's lower bound (1.6). Dubickas [5] verified that if $\alpha>1$ is a quadratic irrational number whose conjugate has absolute value less than 1 , then

$$
l(\alpha)=a_{2} \alpha+\min \left\{a_{2},\left|a_{0}\right|\right\}
$$

Therefore, for any nonzero $\xi$

$$
\limsup _{n \rightarrow \infty}\left\{\xi \theta_{3}^{n}\right\}-\liminf _{n \rightarrow \infty}\left\{\xi \theta_{3}^{n}\right\} \geq \frac{1}{l\left(\theta_{3}\right)}=0.01959 \ldots
$$

Finally, we improve Dubickas's lower bound (1.5) of the maximal limit point $\lim \sup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\}$ in the case where $\alpha>1$ whose conjugates are all positive.

THEOREM 2.4. Let $\xi$ be a nonzero real number and $\alpha>1$ an algebraic number of degree $d$. We denote the leading coefficient of the minimal polynomial of $\alpha$ by $a_{d}(>0)$. Suppose that the conjugates of $\alpha$ are all positive. If $\alpha$ is $a$ Pisot number, then assume further $\xi \notin \mathbb{Q}(\alpha)$. We denote the conjugates of $\alpha$ by $\alpha_{1}=\alpha, \ldots, \alpha_{p}, \alpha_{1+p}, \ldots, \alpha_{d}$, where $\alpha_{i}>1(1 \leq i \leq p)$ and $0<\alpha_{j}<1(1+p \leq$ $j \leq d)$. Put

$$
\eta_{l}=\sum_{\substack{i, j \geq 0 \\ j-i=l}} \rho_{i}\left(\alpha_{1}^{-1}, \ldots, \alpha_{p}^{-1}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right)
$$

Let

$$
\delta_{1}=\max \left\{\frac{1}{L_{+}(\alpha)}, \frac{1}{L_{-}(\alpha)}\right\}
$$

and

$$
\delta_{2}=\frac{1}{a_{d} \alpha_{1} \cdots \alpha_{p}} \sup _{l \in \mathbb{Z}} \eta_{l}
$$

respectively. Then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\} \geq \min \left\{\delta_{1}, \delta_{2}\right\} \tag{2.4}
\end{equation*}
$$

Example 2.4. We consider the case of $\alpha=\theta_{1}, \theta_{2}$ which are defined in Examples 2.1 and 2.2, respectively. Tijdeman's result (1.2) and Dubickas's lower bound (1.5) imply

$$
0.02 \leq \inf _{\xi \neq 0} \limsup _{n \rightarrow \infty}\left\{\xi \theta_{1}^{n}\right\} \leq 0.04170 \ldots
$$

and

$$
0.01960 \ldots \leq \inf _{\xi \neq 0} \limsup _{n \rightarrow \infty}\left\{\xi \theta_{2}^{n}\right\} \leq 0.04219 \ldots
$$

By using Theorems 2.3 and 2.4, we obtain

$$
0.02003 \ldots \leq \inf _{\xi \neq 0} \limsup _{n \rightarrow \infty}\left\{\xi \theta_{1}^{n}\right\} \leq 0.02127 \ldots
$$

and

$$
0.02049 \ldots \leq \inf _{\xi \neq 0} \limsup _{n \rightarrow \infty}\left\{\xi \theta_{2}^{n}\right\} \leq 0.02941 \ldots
$$

respectively. In particular, Theorem 2.4 gives improvements of (1.5) in these cases.
In the case of $\alpha=\theta_{2}$, we calculate $\delta_{2}$ in the following way. If $l \leq 0$, then

$$
\eta_{l}=\frac{\alpha^{l}}{\left(1-\alpha^{-1} \alpha_{2}\right)\left(1-\alpha^{-1} \alpha_{3}\right)}
$$

otherwise,

$$
\begin{aligned}
\eta_{l} & \leq \sum_{i=0}^{\infty} \alpha^{-i} \rho_{i}\left(\alpha_{2}, \alpha_{3}\right) \rho_{l}\left(\alpha_{2}, \alpha_{3}\right) \\
& =\frac{\rho_{l}\left(\alpha_{2}, \alpha_{3}\right)}{\left(1-\alpha^{-1} \alpha_{2}\right)\left(1-\alpha^{-1} \alpha_{3}\right)}
\end{aligned}
$$

Thus, we obtain

$$
\delta_{2}=\frac{1}{2 \alpha\left(1-\alpha^{-1} \alpha_{2}\right)\left(1-\alpha^{-1} \alpha_{3}\right)}
$$

Let us show that Theorem 2.4 gives the best result in the case where $\alpha$ is a Pisot number satisfying $\delta_{1} \geq \delta_{2}$.

THEOREM 2.5. Let $\alpha$ be a Pisot number. We denote the conjugates of $\alpha$ by $\alpha_{1}=\alpha, \alpha_{2}, \ldots, \alpha_{d}$. Suppose that all $\alpha_{j}$ are positive. Let $\delta_{1}, \delta_{2}$ be defined as in Theorem 2.4. Assume further $\delta_{1} \geq \delta_{2}$. Then

$$
\inf _{\xi \notin \mathbb{Q}(\alpha)} \limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\}=\delta_{2} .
$$

Moreover, the infimum is attained by the transcendental number

$$
\xi_{0}(\alpha)=\frac{1}{\alpha \prod_{j=2}^{d}\left(1-\alpha^{-1} \alpha_{j}\right)} \sum_{m=1}^{\infty} \alpha^{-m!}
$$

By applying Theorem 2.5 in the case where $\alpha$ is a quadratic Pisot number, we obtain the following:

COROLLARY 2.6. Let $\alpha$ be a quadratic Pisot number with the conjugate $\alpha_{2}$. Assume that $0<\alpha_{2}<2-\sqrt{2}(=0.5857 \ldots)$. Then

$$
\inf _{\xi \notin \mathbb{Q}(\alpha)} \limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\}=\frac{1}{\alpha-\alpha_{2}}
$$

Moreover, the infimum is attained by the transcendental number

$$
\xi_{0}(\alpha)=\frac{1}{\alpha-\alpha_{2}} \sum_{m=1}^{\infty} \alpha^{-m!}
$$

Example 2.5. Let $\theta_{4}=2+\sqrt{3}(=3.732 \cdots)$. Then the conjugate $\theta_{4}^{\prime}$ satisfies $0<\theta_{4}^{\prime}<2-\sqrt{2}$. Thus Corollary 2.6 implies

$$
\inf _{\xi \notin \mathbb{Q}\left(\theta_{4}\right)} \limsup _{n \rightarrow \infty}\left\{\xi \theta_{4}^{n}\right\}=\frac{1}{2 \sqrt{3}}=0.2886 \ldots
$$

## 3 Symmetric homogeneous polynomials

Let us introduce basic results of the symmetric polynomials $\rho_{m}\left(X_{1}, \ldots, X_{t}\right)$ with $t, m \geq 0$ defined by (2.1). In this section we fix $t \geq 1$. The generating function of these polynomials is given by

$$
\begin{align*}
\sum_{m=0}^{\infty} \rho_{m}\left(X_{1}, \ldots, X_{t}\right) Y^{m} & =\sum_{m=0}^{\infty} \sum_{\substack{i_{1}, i_{2}, \ldots, i_{t} \geq 0 \\
i_{1}+i_{2}+\ldots+i_{t}=m}}\left(X_{1} Y\right)^{i_{1}}\left(X_{2} Y\right)^{i_{2}} \cdots\left(X_{t} Y\right)^{i_{t}} \\
& =\sum_{i_{1}, i_{2}, \ldots, i_{t} \geq 0}\left(X_{1} Y\right)^{i_{1}}\left(X_{2} Y\right)^{i_{2}} \cdots\left(X_{t} Y\right)^{i_{t}} \\
& =\frac{1}{\prod_{i=1}^{t}\left(1-X_{i} Y\right)} \tag{3.1}
\end{align*}
$$

Therefore

$$
\left(\sum_{m=0}^{\infty} \rho_{m}\left(X_{1}, \ldots, X_{t}\right) Y^{m}\right) \prod_{i=1}^{t}\left(1-X_{i} Y\right)=1
$$

and so, for $m \geq 1$,

$$
\begin{equation*}
\sum_{h=0}^{\min \{m, t\}}(-1)^{h} \rho_{m-h}\left(X_{1}, \ldots, X_{t}\right) e_{h}\left(X_{1}, \ldots, X_{t}\right)=0 \tag{3.2}
\end{equation*}
$$

where $e_{h}\left(X_{1}, \ldots, X_{t}\right)$ is the elementary symmetric polynomial of degree $h$, namely,

$$
e_{h}\left(X_{1}, \ldots, X_{t}\right)=\left\{\begin{array}{cc}
1 & (h=0)  \tag{3.3}\\
\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{h} \leq t} X_{i_{1}} X_{i_{2}} \cdots X_{i_{h}} & (h \geq 1) .
\end{array}\right.
$$

The following result is Lemma 3.1 of [10]:
LEMMA 3.1. If $t \geq 1$, then

$$
\begin{equation*}
\rho_{m}\left(X_{1}, \ldots, X_{t}\right)=\sum_{i=1}^{t}\left(\prod_{\substack{1 \leq j \leq t \\ j \neq i}} \frac{1}{X_{i}-X_{j}}\right) X_{i}^{m+t-1} \tag{3.4}
\end{equation*}
$$

for any $m \geq 0$.
Let us define $\rho_{m}\left(X_{1}, \ldots, X_{t}\right)$ also for a negative integer $m$ by (3.4). Then we have the following:

LEMMA 3.2. If $t \geq 1$ and if $-t+1 \leq l \leq-1$, then

$$
\rho_{l}\left(X_{1}, \ldots, X_{t}\right)=0
$$

Proof. Put

$$
g_{m}\left(X_{1}, \ldots, X_{t}\right)=\sum_{h=0}^{t}(-1)^{h} \rho_{m-h}\left(X_{1}, \ldots, X_{t}\right) e_{h}\left(X_{1}, \ldots, X_{t}\right)
$$

for $m \in \mathbb{Z}$. Then, by Lemma 3.1, there exist rational functions $b_{i}\left(X_{1}, \ldots, X_{t}\right) \in$ $\mathbb{Q}\left(X_{1}, \ldots, X_{t}\right)$ with $1 \leq i \leq t$ such that

$$
g_{m}\left(X_{1}, \ldots, X_{t}\right)=\sum_{i=1}^{t} b_{i}\left(X_{1}, \ldots, X_{t}\right) X_{i}^{m}
$$

If $m \geq t$, then $g_{m}\left(X_{1}, \ldots, X_{t}\right)=0$ by (3.2). Thus $b_{i}\left(X_{1}, \ldots, X_{t}\right)=0$ for any $i$ with $1 \leq i \leq t$ and so

$$
\begin{equation*}
g_{m}\left(X_{1}, \ldots, X_{t}\right)=0 \tag{3.5}
\end{equation*}
$$

for every $m \in \mathbb{Z}$.
In the case of $1 \leq m \leq t-1$, by combining (3.2) and (3.5), we get

$$
\begin{align*}
0 & =\sum_{h=m+1}^{t}(-1)^{h} \rho_{m-h}\left(X_{1}, \ldots, X_{t}\right) e_{h}\left(X_{1}, \ldots, X_{t}\right) \\
& =\sum_{h=m-t}^{-1}(-1)^{m-h} e_{m-h}\left(X_{1}, \ldots, X_{t}\right) \rho_{h}\left(X_{1}, \ldots, X_{t}\right) \tag{3.6}
\end{align*}
$$

We now show Lemma 3.2 by induction on $l$. In the case of $l=-1$, we can deduce $\rho_{-1}\left(X_{1}, \ldots, X_{t}\right)=0$ by substituting $m=t-1$ into (3.6). Next, assume for $l$ with $-t+1 \leq l \leq-2$ that

$$
\rho_{-1}\left(X_{1}, \ldots, X_{t}\right)=\cdots=\rho_{l+1}\left(X_{1}, \ldots, X_{t}\right)=0
$$

Then, by substituting $m=t+l$ into (3.6), we obtain

$$
\rho_{l}\left(X_{1}, \ldots, X_{t}\right)=0
$$

## 4 Representation of fractional parts

Let us recall the relation of the decimal expansion of a real number $\xi$ to the fractional parts of the geometric sequence $\xi 10^{n}(n=0,1, \ldots)$. For simplicity, assume $0<\xi<1$. We now write the decimal expansion of $\xi$ by $\sum_{i=1}^{\infty} s_{-i}(10 ; \xi) 10^{-i}$ with $0 \leq s_{-i}(10 ; \xi) \leq 9$. Then

$$
\begin{equation*}
\left\{\xi 10^{n}\right\}=\sum_{i=1}^{\infty} s_{-i-n}(10 ; \xi) 10^{-i}(n=0,1, \ldots) \tag{4.1}
\end{equation*}
$$

Note that the right-hand side of (4.1) is expressed by the iteration of the shift operator to the sequence $\left(s_{-i}(10 ; \xi)\right)_{i=1}^{\infty}$.

In this section, we give an analogue of the decimal numeral system to calculate powers of algebraic numbers; we represent the integral and fractional parts
by using the symmetric polynomials $\rho_{m}$ defined in the previous section. Let $\alpha>1$ be an algebraic number with minimal polynomial $a_{d} X^{d}+\cdots+a_{0} \in$ $\mathbb{Z}[X]\left(a_{d}>0\right)$. In what follows, we assume that $\alpha$ has no conjugate with absolute value 1 . Let $p$ be the number of the conjugates of $\alpha$ whose absolute values are greater than 1. Moreover, we write the conjugates of $\alpha$ by $\alpha_{1}=\alpha, \ldots, \alpha_{p}, \alpha_{1+p}, \ldots, \alpha_{d}$, where

$$
\left|\alpha_{i}\right|>1(i=1, \ldots, p)
$$

and

$$
\left|\alpha_{j}\right|<1(j=1+p, \ldots, d)
$$

We define the $m$-th digit of a real number $\xi$ by

$$
s_{m}(\alpha ; \xi)=a_{d}\left[\xi \alpha^{-m}\right]+a_{d-1}\left[\xi \alpha^{-m-1}\right]+\cdots+a_{0}\left[\xi \alpha^{-m-d}\right] .
$$

For instance, if $\alpha=10$ and if $\xi \geq 0$, then the $m$-th digit is

$$
s_{m}(10 ; \xi)=\left[\xi 10^{-m}\right]-10\left[\xi 10^{-m-1}\right]
$$

which coincides with the usual decimal digit. Let us call $\left(s_{m}(\alpha ; \xi)\right)_{m=-\infty}^{\infty}$ the digital sequence of $\xi$. We now introduce some easy consequences from the definition.
LEMMA 4.1. (1) If $\xi \geq 0$, then $s_{m}(\alpha ; \xi)=0$ for sufficiently large $m$.
(2) For any integer $m$,

$$
-L_{+}(\alpha)<s_{m}(\alpha ; \xi)<L_{-}(\alpha)
$$

Proof. The first statement is obvious. Note that $a_{d}>0$ and $\min \left\{a_{d}, \ldots, a_{0}\right\}<$ 0 . The second statement is obtained by

$$
s_{m}(\alpha ; \xi)+\sum_{i=0}^{d} a_{d-i}\left\{\xi \alpha^{-m-i}\right\}=\xi \alpha^{-m-d} \sum_{i=0}^{d} a_{d-i} \alpha^{d-i}=0
$$

and $0 \leq\left\{\xi \alpha^{-m-i}\right\}<1$ for any $i$ with $0 \leq i \leq d$.
PROPOSITION 4.1. (1) If $\xi \geq 0$, then the integral part $\left[\xi \alpha^{n}\right]$ and fractional part $\left\{\xi \alpha^{n}\right\}$ are given by

$$
\begin{equation*}
\left[\xi \alpha^{n}\right]=\frac{1}{a_{d}} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) s_{i+j-n}(\alpha ; \xi) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\xi \alpha^{n}\right\}=\frac{1}{a_{d}} \sum_{i=-\infty}^{-1} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) s_{i+j-n}(\alpha ; \xi) \tag{4.3}
\end{equation*}
$$

respectively. In particular,

$$
\begin{equation*}
\xi \alpha^{n}=\frac{1}{a_{d}} \sum_{i=-\infty}^{\infty} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) s_{i+j-n}(\alpha ; \xi) \tag{4.4}
\end{equation*}
$$

(2) If $\xi<0$, then the representation of fractional part (4.3) holds.

REMARK 4.1. Let $\xi \geq 0$. Then, by the first statement of Lemma 4.1, the right-hand side of (4.2) is a finite sum.

Now note that the sequence $\left(s_{m}(\alpha ; \xi)\right)_{m=-\infty}^{\infty}$ is bounded by the second statement of Lemma 4.1 and that the series

$$
\sum_{i=-\infty}^{-1} \sum_{j=0}^{\infty} \alpha_{h}^{i} \alpha_{l}^{j}
$$

converges for every $h, l$ with $1 \leq h \leq p, 1+p \leq l \leq d$. Thus, by using Lemma 3.1, we conclude that the right-hand side of (4.3) converges.

REMARK 4.2. Let $M(\alpha)=a_{d}\left|\alpha_{1} \cdots \alpha_{p}\right|$ be the Mahler measure of $\alpha$ and put

$$
\sigma(\alpha)=(-1)^{p-1} \frac{a_{d} \alpha_{1} \cdots \alpha_{p}}{M(\alpha)} \in\{1,-1\} .
$$

Then by Lemma 3.2 and

$$
\begin{aligned}
\rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) & =\sum_{l=1}^{p}\left(\prod_{\substack{1 \leq h \leq p \\
h \neq l}} \frac{-\alpha_{l}^{-1} \alpha_{h}^{-1}}{\alpha_{l}^{-1}-\alpha_{h}^{-1}}\right) \alpha_{l}^{i+p-1} \\
& =(-1)^{p-1}\left(\prod_{h=1}^{p} \alpha_{h}^{-1}\right) \rho_{-i-p}\left(\alpha_{1}^{-1}, \ldots, \alpha_{p}^{-1}\right)
\end{aligned}
$$

the representation (4.3) is rewritten by

$$
\begin{equation*}
\left\{\xi \alpha^{n}\right\}=\frac{\sigma(\alpha)}{M(\alpha)} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}^{-1}, \ldots, \alpha_{p}^{-1}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) s_{j-i-n-p}(\alpha ; \xi) \tag{4.5}
\end{equation*}
$$

Moreover, if $\xi \geq 0$, then

$$
\begin{equation*}
\left[\xi \alpha^{n}\right]=\frac{1}{a_{d}} \sum_{i=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{d}\right) s_{i-n}(\alpha ; \xi) \tag{4.6}
\end{equation*}
$$

by using (2.1).
Proof of Proposition 4.1. It suffices to check (4.5) and (4.6). We put

$$
q=d-p, \boldsymbol{a}=\left(\alpha_{1}, \ldots, \alpha_{p}\right), \text { and } \boldsymbol{b}=\left(\alpha_{1+p}, \ldots, \alpha_{d}\right)
$$

Moreover, write

$$
\begin{aligned}
\boldsymbol{a} \cdot \boldsymbol{b} & =\left(\alpha_{1}, \ldots, \alpha_{p}, \alpha_{1+p}, \ldots, \alpha_{d}\right) \\
\boldsymbol{a}^{-1} & =\left(\alpha_{1}^{-1}, \ldots, \alpha_{p}^{-1}\right)
\end{aligned}
$$

For $h \geq 0$ and $t \geq 1$, let $e_{h}\left(X_{1}, \ldots, X_{t}\right)$ be defined by (3.3). By relations between coefficients and roots of a polynomial, we get

$$
\frac{1}{a_{d}} s_{m}(\alpha ; \xi)=\sum_{h=0}^{d}(-1)^{h} e_{h}(\boldsymbol{a} \cdot \boldsymbol{b})\left[\xi \alpha^{-m-h}\right]
$$

Thus, if $\xi \geq 0$, then

$$
\begin{aligned}
\frac{1}{a_{d}} \sum_{i=0}^{\infty} \rho_{i}(\boldsymbol{a} \cdot \boldsymbol{b}) s_{i-n}(\alpha ; \xi) & =\sum_{i=0}^{\infty} \sum_{h=0}^{d}(-1)^{h} e_{h}(\boldsymbol{a} \cdot \boldsymbol{b}) \rho_{i}(\boldsymbol{a} \cdot \boldsymbol{b})\left[\xi \alpha^{n-i-h}\right] \\
& =\sum_{l=0}^{\infty}\left[\xi \alpha^{n-l}\right] \sum_{h=0}^{\min \{l, d\}}(-1)^{h} \rho_{l-h}(\boldsymbol{a} \cdot \boldsymbol{b}) e_{h}(\boldsymbol{a} \cdot \boldsymbol{b}) \\
& =\left[\xi \alpha^{n}\right]
\end{aligned}
$$

where the last equality follows from (3.2).
Similarly, by

$$
s_{m}(\alpha ; \xi)=-\sum_{i=0}^{d} a_{d-i}\left\{\xi \alpha^{-m-i}\right\}
$$

and

$$
e_{m}(\boldsymbol{a})=\alpha_{1} \cdots \alpha_{p} e_{p-m}\left(\boldsymbol{a}^{-1}\right)(0 \leq m \leq p)
$$

we get

$$
\frac{1}{a_{d}} s_{m}(\alpha ; \xi)=-\sum_{h=0}^{d}(-1)^{h} e_{h}(\boldsymbol{a} \cdot \boldsymbol{b})\left\{\xi \alpha^{-m-h}\right\}
$$

If $q=0$, then $p=d$. Thus

$$
\frac{1}{a_{d}} s_{m}(\alpha ; \xi)=(-1)^{d-1} \alpha_{1} \alpha_{2} \cdots \alpha_{d} \sum_{h=0}^{d}(-1)^{h} e_{h}\left(\boldsymbol{a}^{-1}\right)\left\{\xi \alpha^{h-d-m}\right\}
$$

and so by (3.2)

$$
\begin{aligned}
\frac{\sigma(\alpha)}{M(\alpha)} & \sum_{i=0}^{\infty} \rho_{i}\left(\boldsymbol{a}^{-1}\right) s_{-i-n-d}(\alpha ; \xi) \\
& =\sum_{i=0}^{\infty} \sum_{h=0}^{d}(-1)^{h} e_{h}\left(\boldsymbol{a}^{-1}\right) \rho_{i}\left(\boldsymbol{a}^{-1}\right)\left\{\xi \alpha^{h+i+n}\right\}=\left\{\xi \alpha^{n}\right\}
\end{aligned}
$$

which implies (4.5).
In the case of $q \geq 1$, we have

$$
\begin{aligned}
\frac{1}{a_{d}} s_{m}(\alpha ; \xi) & =-\sum_{h=0}^{p} \sum_{l=0}^{q}(-1)^{h+l} e_{h}(\boldsymbol{a}) e_{l}(\boldsymbol{b})\left\{\xi \alpha^{-m-h-l}\right\} \\
& =(-1)^{p-1} \alpha_{1} \cdots \alpha_{p} \sum_{h=0}^{p} \sum_{l=0}^{q}(-1)^{h+l} e_{h}\left(\boldsymbol{a}^{-1}\right) e_{l}(\boldsymbol{b})\left\{\xi \alpha^{h-p-l-m}\right\} .
\end{aligned}
$$

Thus by using (3.2) we obtain

$$
\begin{aligned}
\frac{\sigma(\alpha)}{M(\alpha)} & \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \rho_{i}\left(\boldsymbol{a}^{-1}\right) \rho_{j}(\boldsymbol{b}) s_{j-i-n-p}(\alpha ; \xi) \\
& =\sum_{i=0}^{\infty} \sum_{h=0}^{p} \sum_{j=0}^{\infty} \sum_{l=0}^{q}(-1)^{h} e_{h}\left(\boldsymbol{a}^{-1}\right) \rho_{i}\left(\boldsymbol{a}^{-1}\right)(-1)^{l} e_{l}(\boldsymbol{b}) \rho_{j}(\boldsymbol{b})\left\{\xi \alpha^{h+i+n-j-l}\right\} \\
& =\sum_{i=0}^{\infty} \sum_{h=0}^{p}(-1)^{h} e_{h}\left(\boldsymbol{a}^{-1}\right) \rho_{i}\left(\boldsymbol{a}^{-1}\right)\left\{\xi \alpha^{h+i+n}\right\}=\left\{\xi \alpha^{n}\right\} .
\end{aligned}
$$

Example 4.1. Let $\alpha$ be a rational number $a / b$, where $a>b>0$ and $\operatorname{gcd}(a, b)=$ 1. Then Proposition 4.1 implies

$$
\begin{aligned}
{\left[\xi\left(\frac{a}{b}\right)^{n}\right] } & =\frac{1}{b} \sum_{i=0}^{\infty}\left(\frac{a}{b}\right)^{i} s_{i-n}\left(\frac{a}{b} ; \xi\right) \\
\left\{\xi\left(\frac{a}{b}\right)^{n}\right\} & =\frac{1}{b} \sum_{i=-\infty}^{-1}\left(\frac{a}{b}\right)^{i} s_{i-n}\left(\frac{a}{b} ; \xi\right)
\end{aligned}
$$

for $\xi \geq 0$. This is the companion representation of $\xi$, which is written in [1].
Example 4.2. Let $\alpha>1$ be a quadratic irrational number. We assume $p=1$. Then by Proposition 4.1

$$
\begin{aligned}
{\left[\xi \alpha^{n}\right] } & =\frac{1}{a_{2}} \sum_{i=0}^{\infty} \rho_{i}\left(\alpha, \alpha_{2}\right) s_{i-n}(\alpha ; \xi) \\
\left\{\xi \alpha^{n}\right\} & =\frac{1}{a_{2} \alpha} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \alpha^{-i} \alpha_{2}^{j} s_{j-i-n-1}(\alpha ; \xi) \\
& =\frac{1}{a_{2}\left(\alpha-\alpha_{2}\right)} \sum_{h=-\infty}^{\infty} \alpha^{\min \{0, h\}} \alpha_{2}^{\max \{0, h\}} s_{h-n-1}(\alpha ; \xi)
\end{aligned}
$$

## 5 Digital sequences

Let $\alpha>1$ be an algebraic number with no conjugate whose absolute value is 1 . We use the same notation as in the previous section. We observed for a nonnegative $\xi$ that the integral part $\left[\xi \alpha^{n}\right]$ and the fractional part $\left\{\xi \alpha^{n}\right\}$ are written by the digital sequence $\left(s_{m}(\alpha ; \xi)\right)_{m=-\infty}^{\infty}$. We now characterize this sequence by considering the generating function of $\left[\xi \alpha^{n}\right]$ and $\left\{\xi \alpha^{n}\right\}(n=0,1, \ldots)$. Recall that if $\xi \geq 0$, then $s_{m}(\alpha ; \xi)=0$ for any sufficiently large $m$.

PROPOSITION 5.1. Let $\xi$ be a nonnegative number.
(1) For any integer $n$, the finite sum

$$
\frac{1}{a_{d}} \sum_{i=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{d}\right) s_{i-n}(\alpha ; \xi)
$$

is a rational integer.
(2) If $2 \leq k \leq p$, then

$$
\sum_{i=-\infty}^{\infty} \alpha_{k}^{i} s_{i}(\alpha ; \xi)=0
$$

Proof. The first statement is obvious by Proposition 4.1. Now we prove the second one. Since $s_{m}\left(\alpha ; \alpha^{-1} \xi\right)=s_{m+1}(\alpha ; \xi)$, we may assume $\left[\xi \alpha^{m}\right]=0$ for any $m<0$. Put

$$
f(z)=\sum_{n=0}^{\infty}\left[\xi \alpha^{n}\right] z^{n}, g(z)=\sum_{n=0}^{\infty}\left\{\xi \alpha^{n}\right\} z^{n} .
$$

Then we have

$$
\frac{\xi}{1-\alpha z}-g(z)=f(z)
$$

Let $P_{\alpha}^{*}(z)=a_{0} z^{d}+a_{1} z^{d-1}+\cdots+a_{d}$. Thus we get

$$
\begin{aligned}
\left(\frac{\xi}{1-\alpha z}-g(z)\right) P_{\alpha}^{*}(z) & =f(z) P_{\alpha}^{*}(z) \\
& =\sum_{h=0}^{\infty} \sum_{\substack{i, j \geq 0 \\
i+j=h}}\left[\xi \alpha^{i}\right] a_{d-j} z^{h} \\
& =\sum_{h=0}^{\infty} \sum_{i=h-d}^{h}\left[\xi \alpha^{i}\right] a_{d-h+i} z^{h}=\sum_{h=0}^{\infty} s_{-h}(\alpha ; \xi) z^{h}
\end{aligned}
$$

Consider the region of $z \in \mathbb{C}$ satisfying

$$
\begin{equation*}
\left(\frac{\xi}{1-\alpha z}-g(z)\right) P_{\alpha}^{*}(z)=\sum_{h=0}^{\infty} s_{-h}(\alpha ; \xi) z^{h} \tag{5.1}
\end{equation*}
$$

Since $0 \leq\left\{\xi \alpha^{n}\right\}<1$ for any $n$, the left-hand side of (5.1) is a meromorphic function on $\left\{z \in \mathbb{C}||z|<1\}\right.$. Moreover, because the sequence $s_{-h}(\alpha ; \xi)$ ( $h=$ $0,1, \ldots$ ) is bounded, the right-hand side of (5.1) converges for $|z|<1$. Hence (5.1) holds for $|z|<1$. In particular, since the left-hand side of (5.1) has a zero at $z=\alpha_{k}^{-1}$ with $2 \leq k \leq p$, we obtain

$$
0=\sum_{i=0}^{\infty} \alpha_{k}^{-i} s_{-i}(\alpha ; \xi)=\sum_{i=-\infty}^{\infty} \alpha_{k}^{i} s_{i}(\alpha ; \xi)
$$

The decimal numeral system gives the correspondence between nonnegative numbers and sequences of digits $0,1, \ldots, 9$. In what follows, we show that sequences satisfying the assumptions of Proposition 5.1 represents the fractional parts of certain geometric progressions.

PROPOSITION 5.2. Let $\boldsymbol{x}=\left(x_{m}\right)_{m=-\infty}^{\infty}$ be a bounded sequence of integers. Assume that $x_{m}=0$ for all sufficiently large $m$. Suppose further that

$$
\begin{equation*}
\sum_{i=-\infty}^{\infty} \alpha_{k}^{i} x_{i}=0 \tag{5.2}
\end{equation*}
$$

for any $k$ with $2 \leq k \leq p$ and that the finite sum

$$
\begin{equation*}
\frac{1}{a_{d}} \sum_{i=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{d}\right) x_{i-n} \tag{5.3}
\end{equation*}
$$

is a rational integer for any n. Let

$$
\begin{equation*}
\xi=\xi(\boldsymbol{x})=\frac{1}{a_{d}} \sum_{i=-\infty}^{\infty} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) x_{i+j} \tag{5.4}
\end{equation*}
$$

Then for any $n$

$$
\begin{equation*}
\xi \alpha^{n}=\frac{1}{a_{d}} \sum_{i=-\infty}^{\infty} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) x_{i+j-n} \tag{5.5}
\end{equation*}
$$

In particular,

$$
\xi \alpha^{n} \equiv \frac{1}{a_{d}} \sum_{i=-\infty}^{-1} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) x_{i+j-n} \quad \bmod \mathbb{Z}
$$

REMARK 5.1. Let $n$ be an integer. Then, since $x_{m}=0$ for all sufficiently large $m$, the series

$$
\begin{aligned}
& \frac{1}{a_{d}} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) x_{i+j-n} \\
& \quad=\frac{1}{a_{d}} \sum_{i=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{d}\right) x_{i-n}
\end{aligned}
$$

is a finite sum. By using Lemma 3.1, we also deduce that the series

$$
\frac{1}{a_{d}} \sum_{i=-\infty}^{-1} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) x_{i+j-n}
$$

converges.
Proof. Since (5.3) is a rational integer, it suffices to check (5.5). By using (3.4) and (5.2), we get

$$
\begin{aligned}
\xi & =\frac{1}{a_{d}} \sum_{j=0}^{\infty} \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) \sum_{h=-\infty}^{\infty} \rho_{h-j}\left(\alpha_{1}, \ldots, \alpha_{p}\right) x_{h} \\
& =\frac{1}{a_{d}} \sum_{j=0}^{\infty} \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) \sum_{h=-\infty}^{\infty}\left(\prod_{l=2}^{p} \frac{1}{\alpha-\alpha_{l}}\right) \alpha^{h-j+p-1} x_{h}
\end{aligned}
$$

Thus we get

$$
\begin{aligned}
\xi \alpha^{n} & =\frac{1}{a_{d}} \sum_{j=0}^{\infty} \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) \sum_{h=-\infty}^{\infty}\left(\prod_{l=2}^{p} \frac{1}{\alpha-\alpha_{l}}\right) \alpha^{n+h-j+p-1} x_{h} \\
& =\frac{1}{a_{d}} \sum_{j=0}^{\infty} \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) \sum_{h=-\infty}^{\infty} \rho_{h-j}\left(\alpha_{1}, \ldots, \alpha_{p}\right) x_{h-n} \\
& =\frac{1}{a_{d}} \sum_{i=-\infty}^{\infty} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) x_{i+j-n}
\end{aligned}
$$

REMARK 5.2. $\xi(\boldsymbol{x})$ defined by Proposition 5.2 is not necessarily a nonnegative number.

In the end of this section, we introduce a lemma which we use to prove Corollary 2.2 and the first statement of Theorem 2.3.

LEMMA 5.1. Let $\left(u_{m}\right)_{m=-d}^{\infty}$ and $\left(y_{m}\right)_{m=0}^{\infty}$ be sequences of integers. Assume that $\left(u_{m}\right)_{m=-d}^{\infty}$ is not ultimately periodic and that $\left(y_{m}\right)_{m=0}^{\infty}$ is ultimately periodic. Suppose further

$$
y_{m}=a_{d} u_{m}+a_{d-1} u_{m-1}+\cdots+a_{0} u_{m-d}
$$

for any $m \geq 0$. Then $a_{d}=1$, namely, $\alpha$ is an algebraic integer.
For the proof of Lemma 5.1, we begin with Lemma 1 of [5] which is rewritten from [4]:

LEMMA 5.2. If $P(x)=a_{d} x^{d}+a_{d-1} x^{d-1}+\cdots+a_{0}=a_{d}\left(x-\alpha_{1}\right) \cdots\left(x-\alpha_{d}\right) \in$ $\mathbb{C}[x]$ has distinct roots and

$$
X_{1} \alpha_{1}^{j}+\cdots+X_{d} \alpha_{d}^{j}=Z_{j}, j=0,1, \ldots, d-1
$$

then, for $j=1,2, \ldots, d$,

$$
X_{j}=\frac{1}{P^{\prime}\left(\alpha_{j}\right)} \sum_{k=0}^{d-1} \beta_{j, k} Z_{k}
$$

where

$$
\beta_{j, k}=\sum_{l=k+1}^{d} a_{l} \alpha_{j}^{l-k-1} .
$$

Proof of Lemma 5.1. Assume that $a_{d} \geq 2$. Write the period of the sequence $\left(y_{m}\right)_{m=0}^{\infty}$ by $T$. Put $w_{n}=u_{n+T}-u_{n}$. If $n$ is sufficiently large, then $y_{n+T}=y_{n}$ and so

$$
a_{d} w_{n}+a_{d-1} w_{n-1}+\cdots+a_{0} w_{n-d}=0
$$

Hence, there are a natural number $n_{0}$ and complex numbers $\xi_{1}, \ldots, \xi_{d}$ such that, for any $n \geq n_{0}$,

$$
\begin{equation*}
w_{n}=\xi_{1} \alpha_{1}^{n}+\cdots+\xi_{d} \alpha_{d}^{n} \tag{5.6}
\end{equation*}
$$

Let $m \geq n_{0}$. Apply Lemma 5.2 to the linear system

$$
X_{1} \alpha_{1}^{n-m}+\cdots+X_{d} \alpha_{d}^{n-m}=w_{n}, n=m, m+1, \ldots, m+d-1
$$

with variables $X_{j}=\xi_{j} \alpha_{j}^{m}, j=1,2, \ldots, d$. Thus we get

$$
\begin{equation*}
P_{\alpha}^{\prime}\left(\alpha_{j}\right) \xi_{j} \alpha_{j}^{m}=G_{m}\left(\alpha_{j}\right) \tag{5.7}
\end{equation*}
$$

for each $j=1,2, \ldots, d$, where $G_{m}$ is an integer polynomial of degree at most $d-1$.

Now suppose that $\xi_{1}=0$. By (5.7), $\xi_{1}, \ldots, \xi_{d}$ are algebraic numbers and conjugate over $\mathbb{Q}$. Therefore, $\xi_{1}=\cdots=\xi_{d}=0$. By (5.6) we have $w_{n}=$ $u_{n+T}-u_{n}=0$ for $n \geq n_{0}$. This is impossible since $\left(u_{m}\right)_{m=-d}^{\infty}$ is not ultimately periodic. Finally we obtain $\xi_{1} \neq 0$.

Take a nonzero integer $R$ for which

$$
\frac{R}{P_{\alpha}^{\prime}(\alpha) \xi_{1}}, \frac{R \alpha}{P_{\alpha}^{\prime}(\alpha) \xi_{1}}, \ldots, \frac{R \alpha^{d-1}}{P_{\alpha}^{\prime}(\alpha) \xi_{1}}
$$

are algebraic integers. Then $R \alpha^{m}=\left(R G_{m}(\alpha)\right) /\left(P_{\alpha}^{\prime}(\alpha) \xi_{1}\right)$ is an algebraic integer for every sufficiently large $m$. However, by considering the factorization of $R \alpha^{m}$ into prime ideals, we see that this is impossible since $\alpha$ is not an algebraic integer.

## 6 Proof of the main results

Proof of Theorem 2.1. Let $a_{d} X^{d}+\cdots+a_{0} \in \mathbb{Z}[X]$ be the minimal polynomial of $\alpha$. Define the sequences $\left(u_{m}\right)_{m=-d}^{\infty}$ and $\left(y_{m}\right)_{m=0}^{\infty}$ by

$$
\begin{aligned}
u_{-d} & =u_{-d+1}=\cdots=u_{-1}=0 \\
u_{0} & =1, y_{0}=a_{d}
\end{aligned}
$$

and, for $m \geq 1$,

$$
\begin{aligned}
& u_{m}=-\left[\frac{a_{d-1} u_{m-1}+\cdots+a_{0} u_{m-d}}{a_{d}}\right] \\
& y_{m}=a_{d}\left\{\frac{a_{d-1} u_{m-1}+\cdots+a_{0} u_{m-d}}{a_{d}}\right\} .
\end{aligned}
$$

Then we have

$$
y_{m}=a_{d} u_{m}+a_{d-1} u_{m-1}+\cdots+a_{0} u_{m-d}
$$

for any $m \geq 0$. Moreover, $y_{m} \in\left\{0,1, \ldots, a_{d}-1\right\}$ for $m \geq 1$.
Put

$$
f(z)=\sum_{n=0}^{\infty} y_{n} z^{n}, g(z)=\sum_{n=0}^{\infty} u_{n} z^{n}
$$

and so

$$
\begin{aligned}
f(z) & =\left(a_{d}+a_{d-1} z+\cdots+a_{0} z^{d}\right) g(z) \\
& =a_{d}(1-\alpha z) \prod_{i=2}^{d}\left(1-\alpha_{i} z\right) g(z) .
\end{aligned}
$$

Therefore, by using (3.1) we get

$$
\begin{aligned}
g(z) & =\frac{1}{a_{d}} \sum_{i=0}^{\infty} y_{i} z^{i} \sum_{j=0}^{\infty} \rho_{j}\left(\alpha, \alpha_{2}, \ldots, \alpha_{d}\right) z^{j} \\
& =\frac{1}{a_{d}} \sum_{n=0}^{\infty} \sum_{\substack{i+j \geq 0 \\
i+j=n}} y_{i} \rho_{j}\left(\alpha, \alpha_{2}, \ldots, \alpha_{d}\right) z^{n} .
\end{aligned}
$$

We now define the two-sided sequence $\boldsymbol{x}=\left(x_{m}\right)_{m=-\infty}^{\infty}$ as follows:

$$
x_{m}=\left\{\begin{array}{cc}
0 & (m>0) \\
y_{-m} & (m \leq 0) .
\end{array}\right.
$$

Then $\boldsymbol{x}$ satisfies the assumptions of Proposition 5.2. In fact, if $n<0$, then (5.3) is zero. In the case where $n \geq 0$,

$$
\frac{1}{a_{d}} \sum_{i=0}^{\infty} \rho_{i}\left(\alpha, \alpha_{2}, \ldots, \alpha_{d}\right) x_{i-n}=u_{n}
$$

is a rational integer. Moreover, (5.2) clearly holds since $p=1$. Put

$$
v_{n}=\frac{1}{a_{d}} \sum_{i=-\infty}^{-1} \sum_{j=0}^{\infty} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) x_{i+j-n}
$$

for integer $n$. Then Proposition 5.2 implies

$$
\begin{equation*}
\xi(\boldsymbol{x}) \alpha^{n}=u_{n}+v_{n} \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi(\boldsymbol{x}) \alpha^{n} \equiv v_{n} \bmod \mathbb{Z} \tag{6.2}
\end{equation*}
$$

where

$$
\begin{aligned}
\xi(\boldsymbol{x}) & =\frac{1}{a_{d}} \sum_{i=-\infty}^{\infty} \sum_{j=0}^{\infty} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) x_{i+j} \\
& =\frac{1}{a_{d}} \sum_{j=0}^{\infty} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) \alpha^{-j} \sum_{h=-\infty}^{\infty} x_{h} \alpha^{h} \\
& =\frac{1}{a_{d}} \sum_{j=0}^{\infty} \rho_{j}\left(\alpha^{-1} \alpha_{2}, \ldots, \alpha^{-1} \alpha_{d}\right) \sum_{h=-\infty}^{0} x_{h} \alpha^{h} \\
& =\frac{1}{a_{d} \prod_{i=2}^{d}\left(1-\alpha^{-1} \alpha_{i}\right)} \sum_{h=-\infty}^{0} x_{h} \alpha^{h}
\end{aligned}
$$

Thus $\xi(\boldsymbol{x}) \neq 0$ since $x_{0}=a_{d}$ and $x_{m} \geq 0$ for $m \leq-1$. Since $0 \leq x_{m} \leq a_{d}-1$ for $m \leq-1$ and since

$$
\lim _{n \rightarrow \infty} \frac{1}{a_{d}} \sum_{\substack{i<0, j \geq 0 \\ i+j=n}} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) x_{0}=0
$$

every limit point of the sequence $\left(v_{m}\right)_{m=0}^{\infty}$ is denoted by

$$
v^{\prime}=\frac{1}{a_{d}} \sum_{i=-\infty}^{-1} \sum_{j=0}^{\infty} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) \theta_{i, j}
$$

where $\theta_{i, j} \in\left\{0,1, \ldots, a_{d}-1\right\}$. Putting

$$
\begin{equation*}
\nu_{+}=\sum_{j=0}^{\infty} \max \left\{0, \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right)\right\} \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu_{-}=\sum_{j=0}^{\infty} \max \left\{0,-\rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right)\right\}, \tag{6.4}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
-\frac{a_{d}-1}{a_{d}(\alpha-1)} \nu_{-} \leq v^{\prime} \leq \frac{a_{d}-1}{a_{d}(\alpha-1)} \nu_{+} . \tag{6.5}
\end{equation*}
$$

By (6.2), (6.5) and $\nu=\nu_{+}+\nu_{-}$, we verified the theorem.
Proof of Corollary 2.2. We use the same notation as the proof of Theorem 2.1. In the case of $-1<\alpha_{2}<0$, the corollary follows from (6.5) and

$$
\nu_{+}=\frac{1}{1-\alpha_{2}^{2}}, \nu_{-}=-\frac{\alpha_{2}}{1-\alpha_{2}^{2}} .
$$

We now assume $0<\alpha_{2}<1$. Then $v_{n}$ is rewritten by

$$
v_{n}=\frac{1}{a_{2}\left(\alpha-\alpha_{2}\right)} \sum_{h=-\infty}^{n+1} \alpha^{\min \{0, h\}} \alpha_{2}^{\max \{0, h\}} x_{h-n-1} .
$$

(6.5) implies that the sequence $\left(v_{m}\right)_{m=0}^{\infty}$ is bounded. On the other hand, by using (6.1) and $\xi(\boldsymbol{x}) \neq 0$, we deduce that the sequence $\left(u_{m}\right)_{m=-d}^{\infty}$ is not ultimately periodic. Thus, since $a_{2} \geq 2$, Lemma 5.1 means that the sequence $\left(x_{-m}\right)_{m=0}^{\infty}$ is not ultimately periodic. In particular, by $x_{m} \in\left\{0,1, \ldots, a_{2}-1\right\}(m \leq-1)$, there exists an $M>0$ with

$$
\begin{equation*}
x_{-M} \leq a_{2}-2 \tag{6.6}
\end{equation*}
$$

By (6.6) and $x_{0}=a_{2}$, if $n \geq M$, then

$$
\begin{aligned}
v_{n} \leq & \frac{1}{a_{2}\left(\alpha-\alpha_{2}\right)}\left(\sum_{\substack{h=-\infty \\
h \neq n+1, n+1-M}}^{\infty} \alpha^{\min \{0, h\}} \alpha_{2}^{\max \{0, h\}}\left(a_{2}-1\right)\right. \\
& \left.\quad+\alpha_{2}^{n+1} a_{2}+\alpha_{2}^{n+1-M}\left(a_{2}-2\right)\right) \\
= & \frac{1}{a_{2}\left(\alpha-\alpha_{2}\right)}\left(\left(a_{2}-1\right) \sum_{h=-\infty}^{\infty} \alpha^{\min \{0, h\}} \alpha_{2}^{\max \{0, h\}}+\alpha_{2}^{n+1}-\alpha_{2}^{n+1-M}\right) \\
& <\frac{a_{2}-1}{a_{2}(\alpha-1)\left(1-\alpha_{2}\right)}=\frac{a_{2}-1}{\left|P_{\alpha}(1)\right|}
\end{aligned}
$$

for $n \geq M$. By putting

$$
\xi^{\prime}=\xi(\boldsymbol{x}) \alpha^{M},
$$

we obtain

$$
\left\{\xi^{\prime} \alpha^{n}\right\}<\frac{a_{2}-1}{\left|P_{\alpha}(1)\right|}
$$

for any $n \geq 0$.
Proof of Theorem 2.3. For the proof of the first statement, we use the same notation as the proof of Theorem 2.1. If $d \geq 2$, then we may assume that $1>\alpha_{2}>\ldots>\alpha_{d}>0$. Then by using Lemma 3.1 we get

$$
\lim _{m \rightarrow \infty} \rho_{m}\left(\alpha_{2}, \ldots, \alpha_{d}\right) \alpha_{2}^{-m}=\prod_{j=3}^{d} \frac{\alpha_{2}}{\alpha_{2}-\alpha_{j}}
$$

Hence, there is an $M>0$ such that, for any $m_{1}, m_{2} \geq 0$ with $m_{1} \geq m_{2}+M$,

$$
\rho_{m_{1}}\left(\alpha_{2}, \ldots, \alpha_{d}\right)<\rho_{m_{2}}\left(\alpha_{2}, \ldots, \alpha_{d}\right)
$$

On the other hand, we can deduce that the sequence $\left(x_{-m}\right)_{m=0}^{\infty}$ is not ultimately periodic in the same way as the proof of Corollary 2.2. Therefore, there exists an $\widetilde{M}>0$ satisfying $\widetilde{M}>M$ and $x_{-\widetilde{M}} \leq a_{d}-2$. Thus by using $x_{0}=a_{d}$ we get, for $n \geq \widetilde{M}$,

$$
\begin{aligned}
0 \leq v_{n} \leq & \frac{1}{a_{d}} \sum_{\substack{i<0, j \geq 0 \\
i+j \neq n, n-\widetilde{M}}} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right)\left(a_{d}-1\right) \\
& +\frac{1}{a_{d}} \sum_{\substack{i<0, j \geq 0 \\
i+j=n}} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) a_{d}+\frac{1}{a_{d}} \sum_{\substack{i<0, j \geq 0 \\
i+j=n-\widetilde{M}}} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right)\left(a_{d}-2\right) \\
= & \frac{1}{a_{d}} \sum_{i<0, j \geq 0} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right)\left(a_{d}-1\right) \\
& +\frac{1}{a_{d}} \sum_{\substack{i<0, j \geq 0 \\
i+j=n}} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right)-\frac{1}{a_{d}} \sum_{\substack{i<0, j \geq 0 \\
i+j=n-\bar{M}}} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right)
\end{aligned}
$$

Since $\widetilde{M}>M$, we obtain

$$
\begin{aligned}
& \frac{1}{a_{d}} \sum_{\substack{i<0, j \geq 0 \\
i+j=n}} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right)-\frac{1}{a_{d}} \sum_{\substack{i<0, j \geq 0 \\
i+j=n-\bar{M}}} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) \\
& =\frac{1}{a_{d}} \sum_{i=-\infty}^{-1} \alpha^{i}\left(\rho_{n-i}\left(\alpha_{2}, \ldots, \alpha_{d}\right)-\rho_{n-i-\widetilde{M}}\left(\alpha_{2}, \ldots, \alpha_{d}\right)\right)<0,
\end{aligned}
$$

so

$$
0 \leq v_{n}<\frac{a_{d}-1}{a_{d}} \sum_{i=-\infty}^{-1} \alpha^{i} \sum_{j=0}^{\infty} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right)=\frac{a_{d}-1}{\left|P_{\alpha}(1)\right|}
$$

By combining this inequality with (6.2), we proved the first statement.
We now verify the second statement. We define $\nu_{+}$and $\nu_{-}$by (6.3) and (6.4), respectively. Let us choose a positive integer $A$ with

$$
\begin{equation*}
\left\{-\frac{a_{d}-1}{a_{d}(\alpha-1)} \nu_{-}+\frac{A}{\left|P_{\alpha}(1)\right|}\right\} \in\left(0, \frac{1}{\left|P_{\alpha}(1)\right|}\right] \tag{6.7}
\end{equation*}
$$

Write the left-hand side of (6.7) by $\eta$. Put $P_{\alpha}(X)=a_{d} X^{d}+\cdots+a_{0}$. We define the sequences $\left(u_{m}^{\prime}\right)_{m=-d}^{\infty}$ and $\left(y_{m}^{\prime}\right)_{m=0}^{\infty}$ by

$$
u_{-d}^{\prime}=u_{-d+1}^{\prime}=\cdots=u_{-1}^{\prime}=0
$$

and, for $m \geq 0$,

$$
\begin{aligned}
u_{m}^{\prime} & =-\left[\frac{-A+a_{d-1} u_{m-1}^{\prime}+\cdots+a_{0} u_{m-d}^{\prime}}{a_{d}}\right] \\
y_{m}^{\prime} & =A+a_{d}\left\{\frac{-A+a_{d-1} u_{m-1}^{\prime}+\cdots+a_{0} u_{m-d}^{\prime}}{a_{d}}\right\} .
\end{aligned}
$$

Thus we get, for any $m \geq 0$,

$$
y_{m}^{\prime}=a_{d} u_{m}^{\prime}+a_{d-1} u_{m-1}^{\prime}+\cdots+a_{0} u_{m-d}^{\prime}
$$

and

$$
y_{m}^{\prime} \in\left\{A, A+1, \ldots, A+a_{d}-1\right\}
$$

Since the rest of proof is same as that of Theorem 2.1 we give only its sketch. Define $\boldsymbol{x}^{\prime}=\left(x_{m}^{\prime}\right)_{m=-\infty}^{\infty}$ and $\xi\left(\boldsymbol{x}^{\prime}\right)$ by

$$
x_{m}^{\prime}=\left\{\begin{array}{cc}
0 & (m>0) \\
y_{-m}^{\prime} & (m \leq 0)
\end{array}\right.
$$

and by (5.4), respectively. Then, because $x_{m}^{\prime}>0$ for $m \leq 0$, we get $\xi\left(\boldsymbol{x}^{\prime}\right) \neq 0$. Moreover, every limit point of the sequence $\xi \alpha^{n} \bmod \mathbb{Z}(n=0,1, \ldots)$ is written by

$$
\frac{1}{a_{d}} \sum_{i=-\infty}^{-1} \sum_{j=0}^{\infty} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) \theta_{i, j}^{\prime} \bmod \mathbb{Z}
$$

where $\theta_{i, j} \in\left\{A, A+1, \ldots, A+a_{d}-1\right\}$. By putting

$$
w^{\prime}=\frac{1}{a_{d}} \sum_{i=-\infty}^{-1} \sum_{j=0}^{\infty} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) \theta_{i, j}^{\prime}
$$

we get

$$
-\frac{a_{d}-1}{a_{d}(\alpha-1)} \nu_{-}+\frac{A}{\left|P_{\alpha}(1)\right|} \leq w^{\prime} \leq \frac{a_{d}-1}{a_{d}(\alpha-1)} \nu_{+}+\frac{A}{\left|P_{\alpha}(1)\right|}
$$

Therefore,

$$
\begin{aligned}
0<\eta & \leq w^{\prime}-\left[-\frac{a_{d}-1}{a_{d}(\alpha-1)} \nu_{-}+\frac{A}{\left|P_{\alpha}(1)\right|}\right] \\
& \leq \eta+\frac{a_{d}-1}{a_{d}(\alpha-1)} \nu<\frac{1}{\left|P_{\alpha}(1)\right|}+\frac{1}{2} \leq 1
\end{aligned}
$$

Consequently, we get

$$
w^{\prime} \bmod \mathbb{Z} \in \tau\left(\left[\eta, \eta+\frac{a_{d}-1}{a_{d}(\alpha-1)} \nu\right]\right)
$$

Since

$$
\left[\eta, \eta+\frac{a_{d}-1}{a_{d}(\alpha-1)} \nu\right] \subset(0,1),
$$

we obtain

$$
\eta \leq \liminf _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\} \leq \limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\} \leq \eta+\frac{a_{d}-1}{a_{d}(\alpha-1)} \nu
$$

Proof of Theorem 2.4. Let $a_{d} X^{d}+\cdots+a_{0} \in \mathbb{Z}[X]$ be the minimal polynomial of $\alpha$. It suffices to prove the theorem in the case of

$$
\limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\}<\delta_{1} .
$$

Moreover, we may assume

$$
\left\{\xi \alpha^{n}\right\}<\delta_{1}
$$

for any $n \geq-d$. Let $\sigma(\alpha)$ be defined as in Remark 4.2. We verify that if $m \leq 0$, then $\sigma(\alpha) s_{m}(\alpha ; \xi)$ is a nonnegative integer. Suppose $\sigma(\alpha)=(-1)^{p-1}=1$. Then, since $P_{\alpha}(X)$ has exactly $p$ zeros on the interval $(1, \infty)$,

$$
0>P_{\alpha}(1)=L_{+}(\alpha)-L_{-}(\alpha),
$$

namely,

$$
\delta_{1}=\frac{1}{L_{+}(\alpha)}
$$

Thus we get

$$
s_{m}(\alpha ; \xi)=-\sum_{i=0}^{d} a_{d-i}\left\{\xi \alpha^{-m-i}\right\}>-L_{+}(\alpha) \delta_{1}=-1
$$

In the case of $\sigma(\alpha)=-1$, we have

$$
0<P_{\alpha}(1)=L_{+}(\alpha)-L_{-}(\alpha),
$$

namely,

$$
\delta_{1}=\frac{1}{L_{-}(\alpha)} .
$$

Hence,

$$
s_{m}(\alpha ; \xi)=-\sum_{i=0}^{d} a_{d-i}\left\{\xi \alpha^{-m-i}\right\}<L_{-}(\alpha) \delta_{1}=1
$$

Since $\lim _{|l| \rightarrow \infty} \eta_{l}=0$, there exists an $N \in \mathbb{Z}$ such that $\eta_{N}=\sup _{l \in \mathbb{Z}} \eta_{l}$. By (4.5) we get

$$
\left\{\xi \alpha^{n}\right\}=\frac{1}{M(\alpha)} \sum_{l=-\infty}^{\infty} \eta_{l} \sigma(\alpha) s_{l-n-p}(\alpha ; \xi)
$$

Lemma 1 of [6] implies that $\sigma(\alpha) s_{m}(\alpha ; \xi) \geq 1$ for infinitely many $m \leq 0$. Thus, since $\eta_{l} \geq 0$ for any integer $l$ and

$$
\lim _{n \rightarrow \infty} \frac{1}{M(\alpha)} \sum_{l=n+p+1}^{\infty} \eta_{l} \sigma(\alpha) s_{l-n-p}(\alpha ; \xi)=0
$$

we obtain

$$
\limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\} \geq \frac{1}{M(\alpha)} \eta_{N}=\delta_{2}
$$

Proof of Theorem 2.5. Theorem 2.4 means

$$
\inf _{\xi \notin \mathbb{Q}(\alpha)} \limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\} \geq \delta_{2} .
$$

It suffices to show that there exists a $\xi \notin \mathbb{Q}(\alpha)$ with

$$
\limsup _{n \rightarrow \infty}\left\{\xi \alpha^{n}\right\}=\delta_{2}
$$

Let the sequence $\boldsymbol{x}=\left(x_{m}\right)_{m=-\infty}^{\infty}$ be defined as follows:

$$
x_{m}=\left\{\begin{array}{cc}
1 & (n=-m!\text { for some } m \geq 1) \\
0 & \text { (otherwise) }
\end{array}\right.
$$

Then $\boldsymbol{x}$ satisfies the assumptions of Propositions 5.2. We have

$$
\begin{aligned}
\xi(\boldsymbol{x}) & =\frac{1}{\alpha} \sum_{i=-\infty}^{\infty} \sum_{j=0}^{\infty} \alpha^{i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) x_{i+j} \\
& =\frac{1}{\alpha} \sum_{j=0}^{\infty} \alpha^{-j} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) \sum_{h=-\infty}^{\infty} \alpha^{h} x_{h} .
\end{aligned}
$$

The transcendency of $\xi(\boldsymbol{x})$ has been proved for instance in [13]. By proposition 5.2 we get

$$
\xi(\boldsymbol{x}) \alpha^{n} \equiv \frac{1}{\alpha} \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \alpha^{-i} \rho_{j}\left(\alpha_{2}, \ldots, \alpha_{d}\right) x_{j-i-n-1} \bmod \mathbb{Z}
$$

and so

$$
\xi(\boldsymbol{x}) \alpha^{n} \equiv \frac{1}{\alpha} \sum_{l=-\infty}^{\infty} \eta_{l} x_{l-n-1} \bmod \mathbb{Z}
$$

Note that there exists an $N$ with $\eta_{N}=\sup _{l \in \mathbb{Z}} \eta_{l}$. Put $\Lambda=\{m!+N-1 \mid m \geq 1\}$. Then we get

$$
\lim _{n \rightarrow \infty, n \in \Lambda}\left\{\xi(\boldsymbol{x}) \alpha^{n}\right\}=\frac{\eta_{N}}{\alpha}=\delta_{2}
$$

and

$$
\limsup _{n \rightarrow \infty, n \notin \Lambda}\left\{\xi(\boldsymbol{x}) \alpha^{n}\right\}<\delta_{2} .
$$

Thus,

$$
\limsup _{n \rightarrow \infty}\left\{\xi(\boldsymbol{x}) \alpha^{n}\right\}=\delta_{2}
$$

Proof of Corollary 2.6. $\delta_{1}, \delta_{2}$, which are defined in Theorem 2.4, are rewritten by

$$
\delta_{1}=\frac{1}{a_{2}+a_{0}}=\frac{1}{1+\alpha \alpha_{2}}
$$

and

$$
\delta_{2}=\frac{1}{\alpha-\alpha_{2}} .
$$

It suffices to show that

$$
\begin{equation*}
\delta_{1}-\delta_{2}=\frac{\alpha-1-(\alpha+1) \alpha_{2}}{\left(1+\alpha \alpha_{2}\right)\left(\alpha-\alpha_{2}\right)} \geq 0 \tag{6.8}
\end{equation*}
$$

First, we assume $\alpha>1+2 \sqrt{2}$. Then

$$
\delta_{1}-\delta_{2}>\frac{\alpha-1+(-2+\sqrt{2})(\alpha+1)}{\left(1+\alpha \alpha_{2}\right)\left(\alpha-\alpha_{2}\right)}>0 .
$$

On the other hand, it is easily seen that if $\alpha \leq 1+2 \sqrt{2}$ and $\alpha_{2}<2-\sqrt{2}$, then $\alpha=2+\sqrt{3}$ or $\alpha=(3+\sqrt{5}) / 2$. (6.8) holds in each case.

## 7 Note on Mahler's Z-numbers

Mahler conjectured that there does not exist a positive number $\xi$ satisfying

$$
\left\{\xi\left(\frac{3}{2}\right)^{n}\right\}<\frac{1}{2}
$$

for all integers $n \geq 0$. Such a $\xi$ is called a Z-number. Mahler's First Theorem [8, 12] implies for any $u \geq 0$ that there exists at most one Z-number whose integral part coincides with $u$. Flatto [8] generalized the theorem above as follows.
Let $u \geq 0$ and $a>b \geq 1$ be integers. Assume that $a$ and $b$ are coprime. Then there exists at most one positive $\xi$ satisfying

$$
[\xi]=u
$$

and, for any $n \geq 0$,

$$
\left\{\xi\left(\frac{a}{b}\right)^{n}\right\}<\min \left\{\frac{1}{b}, \frac{b}{a}\right\}
$$

In this section we introduce generalization of these results to the powers of algebraic numbers.
THEOREM 7.1. Let $\alpha>1$ be an algebraic number and let $a_{d}(>0)$ be the leading coefficient of the minimal polynomial of $\alpha$. Suppose that $\alpha$ has no conjugate on the unit circle. Let $y$ be a positive number. If $L_{-}(\alpha) \geq L_{+}(\alpha)$, then assume that

$$
\begin{equation*}
L_{+}(\alpha) y+\left[L_{-}(\alpha) y\right] \leq a_{d} . \tag{7.1}
\end{equation*}
$$

Otherwise, suppose that

$$
\begin{equation*}
L_{-}(\alpha) y+\left[L_{+}(\alpha) y\right] \leq a_{d} . \tag{7.2}
\end{equation*}
$$

Then there exist at most countably many nonzero $\xi$ such that

$$
\left\{\xi \alpha^{n}\right\}<y
$$

for any $n$.
Example 7.1. Let us recall that $\theta_{1}(=24.97 \ldots)$ is the unique zero of the polynomial $2 X^{2}-50 X+1$ with $X>1$. We have

$$
L_{+}\left(\theta_{1}\right)=3, L_{-}\left(\theta_{1}\right)=50 .
$$

Put

$$
S_{y}=\left\{\xi \neq 0 \mid\left\{\xi \theta_{1}^{n}\right\}<y \text { for any } n \geq 0\right\}
$$

for positive $y$. If $y<1 / 25=0.04$, then (7.1) holds. Thus the cardinality of $S_{y}$ is at most countable by Theorem 7.1. Assume further $y \geq 1 / 47=0.02127 \ldots$.. Then $S_{y}$ is not empty by Example 2.1. Moreover, $S_{y}$ is a countably infinite set. In fact, take an element $\xi=\xi\left(\theta_{1}\right) \in S_{y}$. So we have

$$
S_{y} \supset\left\{\xi \theta_{1}^{m} \mid m \geq 0\right\} .
$$

Proof of Theorem 7.1. Suppose

$$
\begin{equation*}
L_{-}(\alpha) \geq L_{+}(\alpha) \tag{7.3}
\end{equation*}
$$

First, note that the set $S$ of $\xi$ satisfying $\left\{\xi \alpha^{n}\right\}=0$ for some $n \geq 0$ is countable. In fact,

$$
S \subset\left\{k \alpha^{l} \mid k, l \in \mathbb{Z}\right\}
$$

Next, let $S^{\prime}$ be the set of $\xi$ such that

$$
\begin{equation*}
0<\left\{\xi \alpha^{n}\right\}<y \tag{7.4}
\end{equation*}
$$

for any $n \geq 0$. In what follows, we prove that the cardinality of $S^{\prime}$ is at most countable. Put

$$
S_{+}=S^{\prime} \cap(0, \infty), S_{-}=S^{\prime} \cap(-\infty, 0)
$$

Take any $\xi \in S_{+}$and $n \geq d$. Let $a_{d} X^{d}+\cdots+a_{0} \in \mathbb{Z}[X]$ be the minimal polynomial of $\alpha$. Since

$$
\sum_{i=0}^{d} a_{d-i} \xi \alpha^{n-i}=\sum_{i=0}^{d} a_{d-i}\left(\left[\xi \alpha^{n-i}\right]+\left\{\xi \alpha^{n-i}\right\}\right)=0
$$

we get

$$
\begin{equation*}
\left[\xi \alpha^{n}\right]=-\frac{1}{a_{d}} \sum_{i=1}^{d} a_{d-i}\left[\xi \alpha^{n-i}\right]-\frac{1}{a_{d}} \sum_{i=0}^{d} a_{d-i}\left\{\xi \alpha^{n-i}\right\} \tag{7.5}
\end{equation*}
$$

By putting

$$
I_{h}=I_{h}(y)=\left(\frac{h}{a_{d}}-\frac{L_{+}(\alpha)}{a_{d}} y, \frac{h}{a_{d}}+\frac{L_{-}(\alpha)}{a_{d}} y\right) \quad\left(0 \leq h \leq a_{d}-1\right)
$$

we have

$$
\begin{equation*}
-\frac{1}{a_{d}} \sum_{i=0}^{d} a_{d-i}\left\{\xi \alpha^{n-i}\right\} \in I_{0} \tag{7.6}
\end{equation*}
$$

We now verify for any integer $h$ with $0 \leq h \leq a_{d}-1$ that $I_{h}$ contains at most one integer. If such an integer exists, we denote it by $w_{h}$. By putting

$$
R=\left[\frac{h+L_{-}(\alpha) y}{a_{d}}\right]
$$

we get

$$
R a_{d}-L_{-}(\alpha) y \leq h<(R+1) a_{d}-L_{-}(\alpha) y
$$

Since $h$ is a rational integer, by (7.1)

$$
h \geq R a_{d}-\left[L_{-}(\alpha) y\right] \geq(R-1) a_{d}+L_{+}(\alpha) y
$$

and so $I_{h} \subset(R-1, R+1)$.

By (7.5), (7.6), $\left[\xi \alpha^{n}\right]$ is calculated as follows:

$$
\left[\xi \alpha^{n}\right]=-\frac{1}{a_{d}} \sum_{i=1}^{d}\left[\xi \alpha^{n-i}\right]-\frac{h}{a_{d}}+w_{h}
$$

where

$$
-\sum_{i=1}^{d} a_{d-i}\left[\xi \alpha^{n-i}\right] \equiv h \bmod a_{d} \text { with } h \in\left\{0,1, \ldots,-1+a_{d}\right\}
$$

Thus, if $\xi \in S_{+}$and $n \geq d$, then $\left[\xi \alpha^{n}\right]$ depends only on $\left[\xi \alpha^{n-1}\right], \ldots,\left[\xi \alpha^{n-d}\right]$. Therefore, the two-sided sequences $\left(\left[\xi \alpha^{m}\right]\right)_{m=-\infty}^{\infty}$ and $\left(s_{m}(\alpha ; \xi)\right)_{m=-\infty}^{\infty}$ are obtained by $\left(\left[\xi \alpha^{m}\right]\right)_{m=-\infty}^{d-1}$. Note that the cardinality of the set

$$
\left\{\left(\left[\xi \alpha^{m}\right]\right)_{m=-\infty}^{d-1} \mid \xi \in S_{+}\right\}
$$

is at most countable because $\left[\xi \alpha^{-m}\right]=0$ for all sufficiently large $m$. By Proposition $4.1, \xi \in S_{+}$is uniquely determined by the sequence $\left(s_{m}(\alpha ; \xi)\right)_{m=-\infty}^{\infty}$, and so by $\left(\left[\xi \alpha^{m}\right]\right)_{m=-\infty}^{d-1}$. Consequently, the cardinality of $S_{+}$is at most countable.

Next, we verify that $S_{-}$is a countable set. Let $\xi \in S_{-}$. Note for $m \geq 0$ that

$$
1-\left\{-\xi \alpha^{m}\right\}=\left\{\xi \alpha^{m}\right\}
$$

since $\xi \alpha^{m} \notin \mathbb{Z}$. If $n \geq d$, then

$$
\left[-\xi \alpha^{n}\right]=-\frac{1}{a_{d}} \sum_{i=1}^{d} a_{d-i}\left[-\xi \alpha^{n-i}\right]-\frac{1}{a_{d}} \sum_{i=0}^{d} a_{i}+\frac{1}{a_{d}} \sum_{i=0}^{d} a_{d-i}\left\{\xi \alpha^{n-i}\right\}
$$

and

$$
\frac{1}{a_{d}} \sum_{i=0}^{d} a_{d-i}\left\{\xi \alpha^{n-i}\right\} \in I_{0}^{\prime}
$$

where

$$
I_{h}^{\prime}=I_{h}^{\prime}(y)=\left(\frac{h}{a_{d}}-\frac{L_{-}(\alpha)}{a_{d}} y, \frac{h}{a_{d}}+\frac{L_{+}(\alpha)}{a_{d}} y\right) \quad\left(0 \leq h \leq a_{d}-1\right)
$$

The interval $I_{h}^{\prime}$ has at most one integer point. If such an integer exists, we denote it by $w_{h}^{\prime}$. In fact, by putting

$$
R^{\prime}=1+\left[\frac{h-L_{-}(\alpha) y}{a_{d}}\right],
$$

we get $I_{h}^{\prime} \subset\left(R^{\prime}-1, R^{\prime}+1\right)$. Thus, if $n \geq d$, we calculate the value $\left[-\xi \alpha^{n}\right]$ by using $\left[-\xi \alpha^{n-1}\right], \ldots,\left[-\xi \alpha^{n-d}\right]$ as follows:

$$
\left[-\xi \alpha^{n}\right]=-\frac{1}{a_{d}} \sum_{i=1}^{d} a_{d-i}\left[-\xi \alpha^{n-i}\right]-\frac{1}{a_{d}} \sum_{i=0}^{d} a_{i}-\frac{h}{a_{d}}+w_{h}^{\prime}
$$

where

$$
-\sum_{i=1}^{d} a_{d-i}\left[-\xi \alpha^{n-i}\right]-\sum_{i=0}^{d} a_{i} \equiv h \bmod a_{d} \text { with } h \in\left\{0,1, \ldots,-1+a_{d}\right\}
$$

Finally, by Proposition $4.1-\xi$ depends only on $\left(\left[-\xi \alpha^{m}\right]\right)_{m=-\infty}^{d-1}$, which implies that the cardinality of $S_{-}$is at most countable. We can also verify the theorem in the case of $L_{-}(\alpha)<L_{+}(\alpha)$ in the same way as above by showing that $I_{h} \subset\left(R^{(2)}-1, R^{(2)}+1\right)$ for $0 \leq h \leq a_{d}-1$, where

$$
R^{(2)}=1+\left[\frac{h-L_{+}(\alpha) y}{a_{d}}\right]
$$

and that $I_{h}^{\prime} \subset\left(R^{(3)}-1, R^{(3)}+1\right)$ for $0 \leq h \leq a_{d}-1$, where

$$
R^{(3)}=\left[\frac{h+L_{+}(\alpha) y}{a_{d}}\right]
$$

Let $\alpha>1$ be an algebraic number and $y$ a positive number. Suppose that $y$ satisfies the assumption of Theorem 7.1. Then by Theorem 7.1 there exist at most countably many nonzero $\xi$ such that all limit points of the sequence $\xi \alpha^{n} \bmod \mathbb{Z}(n=0,1, \ldots)$ lie in $\tau([0, y])$. We now consider the cardinality of the set of real $\xi$ such that all limit points of $\xi \alpha^{n} \bmod \mathbb{Z}(n=0,1, \ldots)$ lie in a given interval in $\mathbb{R} / \mathbb{Z}$.

THEOREM 7.2. Let $\alpha>1$ be an algebraic number and $a_{d}(>0)$ the leading coefficient of the minimal polynomial of $\alpha$. Suppose that $\alpha$ does not have a conjugate on the unit circle. Let $J$ be any interval in $\mathbb{R} / \mathbb{Z}$ such that its Haar measure satisfies

$$
\begin{equation*}
\mu(J)<\frac{a_{d}}{L(\alpha)} \tag{7.7}
\end{equation*}
$$

Then there exist at most countably many real $\xi$ such that all limit points of $\xi \alpha^{n} \bmod \mathbb{Z}(n=0,1, \ldots)$ lie in $J$.

REMARK 7.1. Let $J=\tau([0, y])(y>0)$. Then (7.7) is rewritten by

$$
L(\alpha) y<a_{d}
$$

The assumption above is stronger than (7.1) and (7.2). In fact,

$$
L_{+}(\alpha) y+\left[L_{-}(\alpha) y\right] \leq L(\alpha) y
$$

and

$$
L_{+}(\alpha) y+\left[L_{-}(\alpha) y\right] \leq L(\alpha) y .
$$

Example 7.2. We consider the case of $\alpha=\theta_{1}$ again. For any interval $J$ in $\mathbb{R} / \mathbb{Z}$ with $\mu(J)<2 / 53=0.03773 \ldots(<1 / 25)$, there exist at most countably many real $\xi$ such that all limit points of $\xi \alpha^{n} \bmod \mathbb{Z}(n=0,1, \ldots)$ lie in $J$.

Proof of Theorem 7.2. It suffices to prove the following:
LEMMA 7.1. Let $J^{\prime}$ be any interval in $\mathbb{R} / \mathbb{Z}$ with length

$$
\mu\left(J^{\prime}\right)<\frac{a_{d}}{L(\alpha)}
$$

Then there are at most countably many real $\xi$ such that

$$
\xi \alpha^{n} \bmod \mathbb{Z} \in J^{\prime}
$$

for any $n \geq 0$.
We check that Lemma 7.1 implies Theorem 7.2. Without loss of generality, we may assume that $J$ is closed. Write $J$ by

$$
J=\tau\left(\left[y_{1}, y_{2}\right]\right)
$$

where $y_{1}<y_{2}$ are real numbers with $y_{2}-y_{1}<a_{d} / L(\alpha)$. Take a sufficiently small $\varepsilon>0$ such that

$$
y_{2}-y_{1}+2 \varepsilon<\frac{a_{d}}{L(\alpha)}
$$

Put

$$
J^{\prime}=\tau\left(\left[y_{1}-\varepsilon, y_{2}+\varepsilon\right]\right)
$$

Let $S$ (resp. $S^{\prime}$ ) be the set of $\xi$ satisfying the properties of Theorem 7.2 (resp. Lemma 7.1). Then, since

$$
S \subset\left\{\xi \alpha^{m} \mid m \in \mathbb{Z}, \xi \in S^{\prime}\right\}
$$

the cardinality of $S$ is at most countable.
Let us verify Lemma 7.1. It suffices to prove the lemma in the case where $J^{\prime}$ is denoted as

$$
J^{\prime}=\tau([y, y+\delta])
$$

where $\delta<a_{d} / L(\alpha)$ and $-1<y \leq 0$. We choose a real $\eta$ with $-1<\eta<y$. Then, for any real $x$ there exist a unique integer $\varphi(x)$ and a real number $\psi(x)$ with $\psi(x) \in[\eta, \eta+1)$ satisfying

$$
x=\varphi(x)+\psi(x)
$$

Note that 0 is an inner point of $[\eta, \eta+1)$ since $-1<\eta<0$. Thus, if $\xi$ is a real number, then we have $\psi\left(\xi \alpha^{-n}\right)=\xi \alpha^{-n}$ and $\varphi\left(\xi \alpha^{-n}\right)=0$ for all sufficiently large $n$.

In the rest of the proof, we show that $\xi \in S^{\prime}$ is uniquely determined by a sequence $\left(\varphi\left(\xi \alpha^{m}\right)\right)_{m=-\infty}^{d-1}$. The cardinality of the set of such sequences is at most countable since $\varphi\left(\xi \alpha^{-n}\right)=0$ for all sufficiently large $n$. Hence the theorem follows.

Let $p, \alpha_{1}, \ldots, \alpha_{d}$, and $a_{d} X^{d}+\cdots+a_{0} \in \mathbb{Z}[X]$ be defined as Section 4. By putting

$$
s_{m}^{\prime}(\alpha ; \xi)=\sum_{i=0}^{d} a_{d-i} \varphi\left(\xi \alpha^{-m-i}\right)
$$

we obtain

$$
\begin{equation*}
\xi=\frac{1}{a_{d}} \sum_{i=-\infty}^{\infty} \sum_{j=0}^{\infty} \rho_{i}\left(\alpha_{1}, \ldots, \alpha_{p}\right) \rho_{j}\left(\alpha_{1+p}, \ldots, \alpha_{d}\right) s_{i+j}^{\prime}(\alpha ; \xi) \tag{7.8}
\end{equation*}
$$

The proof of (7.8) is the same as that of (4.4).
We prove for $\xi \in S^{\prime}$ that $\varphi\left(\xi \alpha^{n}\right)$ depends only on $\varphi\left(\xi \alpha^{n-1}\right), \ldots, \varphi\left(\xi \alpha^{n-d}\right)$ for $n \geq d$. By

$$
0=\frac{1}{a_{d}} \sum_{i=0}^{d} a_{d-i} \xi \alpha^{n-i}=\frac{1}{a_{d}} \sum_{i=0}^{d} a_{d-i}\left(\varphi\left(\xi \alpha^{n-i}\right)+\psi\left(\xi \alpha^{n-i}\right)\right)
$$

we get

$$
\begin{equation*}
\varphi\left(\xi \alpha^{n}\right)+\frac{1}{a_{d}} \sum_{i=0}^{d} a_{d-i} \psi\left(\xi \alpha^{n-i}\right)=-\frac{1}{a_{d}} \sum_{i=1}^{d} a_{d-i} \varphi\left(\xi \alpha^{n-i}\right) . \tag{7.9}
\end{equation*}
$$

Thus

$$
\frac{1}{a_{d}} \sum_{i=0}^{d} a_{d-i} \psi\left(\xi \alpha^{n-i}\right) \in K
$$

where the interval $K$ is defined by

$$
K=\left[\frac{y}{a_{d}} \sum_{i=0}^{d} a_{i}-\frac{L_{-}(\alpha) \delta}{a_{d}}, \frac{y}{a_{d}} \sum_{i=0}^{d} a_{i}+\frac{L_{+}(\alpha) \delta}{a_{d}}\right] .
$$

Note that $[y, y+\delta] \subset[\eta, \eta+1)$. So $y \leq \psi\left(\xi \alpha^{n}\right) \leq y+\delta$ for any $n \geq 0$ by the definition of $\psi(x)$ for a real $x$. Thus the length of $K$ is less than 1 by the assumption of Lemma 7.1. Hence, since $\varphi\left(\xi \alpha^{n}\right)$ is a rational integer, $\varphi\left(\xi \alpha^{n}\right)$ is calculated by (7.9).

Therefore, if $\xi \in S^{\prime}$, then the sequence $\left(\varphi\left(\xi \alpha^{m}\right)\right)_{m=-\infty}^{\infty}$ and the value $\xi$ depend only on the sequence $\left(\varphi\left(\xi \alpha^{m}\right)\right)_{m=-\infty}^{d-1}$.
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