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A common feature of high-dimensional data is that the data dimension is high, however,
the sample size is relatively small. This is the so-called“ HDLSS” or“ large p, small n”
data situation where p/n → ∞; here p is the data dimension and n is the sample size. Such
data situations occur in many areas of modern science such as genomics, medical imaging,
text recognition, finance, chemometrics, and so on.

Suppose we take samples, xj , j = 1, . . . , n, of size n (≥ 4), which are independent and
identically distributed (i.i.d.) as a p-variate distribution. Here, we consider situations where
the data dimension p is very high compared to the sample size n. Let xj = (xT

1j ,x
T
2j)

T and
assume xij ∈ Rpi , i = 1, 2, with p1 ∈ [1, p − 1] and p2 = p − p1. We assume that xj has an
unknown mean vector, µ = (µT

1 ,µ
T
2 )

T , and unknown covariance matrix,

Σ =

(
Σ1 Σ∗
ΣT

∗ Σ2

)
(≥ O),

that is, E(xij) = µi, Var(xij) = Σi, i = 1, 2, and Cov(x1j ,x2j) = E(x1jx
T
2j)− µ1µ

T
2 = Σ∗.

Aoshima and Yata [1] and Yata and Aoshima [4, 5] considered testing the cross-covariance
matrix by

H0 : Σ∗ = O vs. H1 : Σ∗ ̸= O (1)

for high-dimensional settings. When (p1, p2) = (p− 1, 1) or (1, p − 1), (1) implies the test of
correlation coefficients. Aoshima and Yata [1] gave a test statistic for the test and Yata and
Aoshima [4, 5] improved the test statistic by using a method called the extended cross-data-
matrix (ECDM) methodology.

In this talk, we consider the problem of estimating the cross-covariance matrix, Σ∗. There
have been several studies on sparse estimation of the entire covariance matrix. For example,
Bien and Tibshirani [3] proposed a sparse estimator of the covariance matrix based on L1-
penalties, and Bickel and Levina [2] proposed a thresholding estimator of the covariance
matrix. However, to our knowledge, sparse estimation of the cross-covariance matrix does not
seem to have been studied in high-dimensional settings.

Recently, Yata and Aoshima [6] proposed a new sparse PCA (SPCA) method called the
automatic SPCA (A-SPCA). A-SPCA does not depend on any threshold (tuning) values. In
this talk, by applying the idea of A-SPCA to the estimation of the cross-covariance matrix,

1



we propose a new sparse estimator of Σ∗. We show that the proposed estimator is consistent
without any threshold (tuning) values.
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